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Introduction 

Artificial Intelligence (AI), Machine Learning, and “algorithms” as socio-technical phenomena 

are currently experiencing a critical moment of political and social discussion. Enthusiastic 

standpoints hope for AI and related techniques to transform a variety of processes in which 

human performance is considered to be flawed. The potential areas of deployment of AI are as 

diverse as: the early diagnosis of illness and, therefore, the prevention of severe courses of 

disease (see, e.g., Goldenberg et al., 2019; Jiang et al., 2017), “combat[ting] climate change” 

(Cowls et al., 2021, p. 1), realizing projects of sustainable smart cities (Singh et al., 2020), and 

revolutionizing manufacturing (Li et al., 2017). AI can be found in official innovation agendas 

(Wiesmüller et al., 2018, p. 1), and data-driven methods are supposed to help eliminate 

unconscious human biases, as well as “noise” (Kahneman et al., 2021), in human decision-

making. The striving for algorithmic innovation, however, is met with severe accusations of 

discrimination (Benjamin, 2019b), opacity (Pasquale, 2015), surveillance (Zuboff, 2019), and 

the exacerbation of social inequalities (Eubanks, 2017).  

In several cases, algorithmic systems have been banned or replaced by other modes of decision-

making due to their disadvantageous effects: In the Netherlands, for example, the Dutch welfare 

authorities deployed the system SyRI (short for “system risk indication”) in order to detect fraud 

regarding welfare benefits. SyRI cross-referenced numerous kinds of personal data of citizens 

from different databases – e.g., data about work, fines, taxes, properties, housing, education, 

retirement, debts, benefits, allowances, subsidies, permits, and more – and it compared the large 

data masses to individual citizens with the goal of finding “discrepancies” and “unlikely citizen 

profiles” that lead to further investigation (Vervloesem, 2020). Its lack of transparency – 

targeted citizens were not informed and could not be aware that they were being under 

investigation – as well as its de facto primary use in socio-economically disadvantaged 

neighborhoods lead to massive criticism, and in early 2020, the Dutch Supreme Court has 

determined the system’s incompatibility with Article 8 of the ECHR (DutchNews, 2020). 

Another example for an algorithmic mode of knowledge production that has been banned in 

one city is the concept of “predictive policing” that uses data-driven analytics to determine 

potential hotspots of future crime. The allocation of police resources according to the forecast 

disproportionally affects, as critics argue, economically disadvantaged neighborhoods and 

communities of Color through over-policing and racial profiling (see, e.g., ACLU, 2016; 

Alexander, 2019; Benjamin, 2019a), as well as intensifies “feedback loops” (Ensign et al., 
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2018): allocating police resources to crime hot spots leads to the production of more crime-

related data due to the presence of police forces. This data is fed-back into the predictive system, 

which leads to the reinforcement of crime predictions. In 2020, the city of Santa Cruz, 

California, was the first city to officially ban the use of “predictive policing technologies” 

(Sturgill, 2020), due to widespread criticism.  

These two very different examples have in common that the algorithmic system affects the 

respective individuals – welfare beneficiaries or criminal suspects – in sensitive areas of their 

lives. Especially when algorithmic systems are developed for and deployed in the context of 

state-action in constellations in which the individual is relatively powerless and dependent, 

considerations of potential disadvantageous effects – and the question of who will be harmed – 

are at the very heart of questions of justice.  

Research questions 

In this doctoral thesis, I pursue an interdisciplinary approach combining the perspectives of 

legal philosophy, mathematics, and intersectional feminist theory to examine the (in)justice of 

deploying data-based algorithmic systems in the context of state-action with regard to 

individuals in dependent constellations, as well as the legal remedies against disadvantageous 

effects. This main research question will be examined in the following chapters: 

As a first step, a short introduction is provided into the mathematics behind data-based 

algorithmic systems that is as broad as necessary, while still being mathematically precise. The 

chapter then focuses on elaborating a workable concept of the situational constellation that 

accounts for the specificities of individuals being subject to algorithmic decision-making.  

The second step will be to explore in what way disadvantageous effects of algorithmic systems 

are embedded in their underlying mathematical architecture. The idea of this second chapter is 

to zoom into the mathematics of algorithms and establish respective interdisciplinary 

methodological frameworks. 

Against this background, chapter three will introduce two case studies of data-based algorithmic 

systems in constellations of dependency that will be analyzed via the established frameworks. 

The first case study is the “AMS algorithm” in Austria. The second case study, as of March 

2022, has not yet been decided upon. 

Based on the findings of chapter three, in its fourth chapter, the thesis is going to focus on the 

philosophical issue of developing an adequate approach to justice. The chapter is going to ask 
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to what extent anti-discrimination law and data protection law can foster the capabilities of 

individuals when they face potentially disadvantageous effects of data-based algorithmic 

systems. Finally, the question will be raised whether it is just for a state to subject individuals 

in certain constellations to data-based algorithmic systems. In the remainder of the exposé, the 

four chapters of the thesis are laid out briefly. 

Chapter 1 – Scope of thesis 

The first chapter establishes the four-fold scope of the thesis: This thesis focuses on (1) 

disadvantageous effects of (2) “data-based algorithmic systems” that are (3) deployed in 

contexts of state-action with respect to (4) individuals that are in a position that renders them 

especially prone to disadvantage.   

The mathematical techniques behind the term “Artificial Intelligence” have changed 

significantly since its early research. In the abstract of “A Proposal For The Dartmouth Summer 

Research Project On Artificial Intelligence”, John McCarthy in 1955 described as the 

underlying assumption of Artificial Intelligence research “that every aspect of learning or any 

other feature of intelligence can in principle be so precisely described that a machine can be 

made to simulate it” (McCarthy et al., 1955, p. 1). Since then, this rule-based paradigm of 

generating knowledge by explicitly inscribing the underlying processes into a computer 

program has transformed: The extensive digitalization and datafication of many areas of human 

life, as well as the increasing technological capacities to produce, collect, process, and analyze 

large quantities of data have led to a paradigm shift in which “[d]ata starts to drive the 

operation” (Alpaydin, 2016, p. 11).  

In order to, firstly, account for the shift from former rule-based AI research to current Machine 

Learning techniques and to secondly, also include more elementary modes of knowledge 

production via traditional statistical methods, I introduce the term “data-based algorithmic 

system”. This notion encompasses algorithmic tools, from statistical logistic regression (see, 

e.g., Harrell, 2015) to more complex Machine Learning and Artificial Intelligence methods 

such as Deep Learning and neural networks (see, e.g., Bishop, 2006; Goodfellow et al., 2016; 

Hastie et al., 2009). This definition is not a technical or methodical definition, but an epistemic 

definition asking the question of which kind of knowledge is produced.  
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Chapter 2 – Establishing methodical frameworks 

In this chapter, I establish methodical frameworks that surface potential sources of 

disadvantageous effects and harm that are embedded in the mathematical architecture of data-

based algorithmic systems.   

2.1. Classification via prediction: Three building blocks 

This subchapter examines a class of data-based algorithmic systems: classification via 

prediction. The main substance of this section has already been published as a peer-reviewed 

paper (Lopez, 2019) which was the first scientific publication on the Austrian “AMS algorithm” 

and that also serves as a case study within this thesis. Firstly, the mathematics of classification 

via prediction systems is set forth and explained for a non-mathematical audience. In a 

classification via prediction, first, a prediction is made regarding some phenomenon, e.g., 

whether a patient with certain health-related data entries will suffer from a heart attack in the 

near future. One might aim to allocate special medical resources and care to those at risk. The 

classification groups are, thus, patients at risk and patients not at risk. Depending on the 

classification, the patient receives extra medical resources, or not. The target variable, in this 

case a heart attack in the near future, must be precisely quantified to be understandable by a 

mathematical system. E.g., one might aim to predict whether a patient will suffer from a heart 

attack within the next four weeks. The outcome of a prediction is always a probability and, thus, 

a number between 0 % and 100 %, mostly coded as a number between 0 and 1. Such a 

continuous prediction becomes a classification by introducing thresholds, for example, by 

establishing that a patient will be classified as a patient at risk if the probability of suffering 

from a heart attack within the next four weeks is 45 % or higher. This percentage, 45 %, is a 

threshold that builds the classification. This example shows that there are three realms of 

decisions that constitute the classification: the data chosen to infer predictions, the quantified 

target variable(s), and the thresholds – the three building blocks.  

This subchapter proceeds to generalize the three building blocks, each with a conceptual as well 

as a concretely implemented dimension: Firstly, the specific view on the past as a conceptual 

dimension that finds its realization in the underlying data, secondly, the particular outlook on 

the future implemented as the target variable(s), and thirdly, the classification thresholds are 

the numerical cut-off points that transform a continuous prediction into a discrete classification 

and, therefore, determine the final decomposition of classification groups. This thesis argues 

that the three building blocks can be operationalized as an analytical framework to identify 
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biases (see below) and predisposed assumptions that can have disadvantageous effects to 

vulnerable individuals.   

This section proceeds to further examine the first building block – data – that is not only relevant 

to classification via prediction systems, but that is, obviously, central to all data-based 

algorithmic systems. In order to understand data, I borrow from the disciplinary perspective of 

Science and Technology Studies (STS), where it has been established that data and datafication 

does not yield a mere representation of a phenomenon, but rather entails ontological 

interference (Mol, 2002), and is never per se existent in the world as “raw data” (Gitelman, 

2013, p. 1). Regarding classification and establishing categories per se, Bowker and Starr 

(2008) have pointed out that “the act of classification is … both organizational and 

informational, always embedded in practice” (Bowker & Star, 2008, p. 320). Critiquing the 

scientific ideal of objectivity itself, Haraway (1988) has coined the “god trick of seeing 

everything from nowhere” (Haraway, 1988, p. 581) which can be applied to datafication and 

“Big Data” (Prietl, 2019). In general, STS scholarship on technology and, especially, on data 

and datafication has been adapted to digital technologies and algorithmic systems (see e.g. 

Benjamin, 2019a; Prietl, 2019; Vertesi & Ribes, 2019). 

2.2. The bias typology 

Taking up the thread from the previous chapter with its focus on data, this section enters the 

broad discourse around biases in data. The main substance of this chapter has already been 

published as a peer-reviewed paper (Lopez, 2021b; see also Lopez, 2021a). Much scholarly 

work has already been written on bias (see, e.g., Angwin et al., 2016; Buolamwini & Gebru, 

2018; Chouldechova, 2017; Criado-Perez, 2019; Hildebrandt, 2019; Obermeyer et al., 2019): 

Friedman and Nissenbaum (1996) introduced their widely cited typology on “Bias in computer 

systems” as early as 25 years ago. A computer system is biased, in their definition, if it 

discriminates unfairly and systematically, meaning that “it denies an opportunity or a good or 

… it assigns an undesirable outcome to an individual or group of individuals on grounds that 

are unreasonable or inappropriate” (Friedman & Nissenbaum, 1996, p. 332). Friedman and 

Nissenbaum (1996) introduce a taxonomy of biases according to their source, and since then, 

much work has emerged on categorizing biases (see, e.g., Barocas & Selbst, 2016; Olteanu et 

al., 2019; Suresh & Guttag, 2020) 

I introduce a typology of three types of data bias in data-based algorithmic systems that is 

intrinsically linked to legal anti-discrimination conceptions. A crucial differentiating factor 
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between the three types is whether and to what extent the underlying data (the training data 

that was used to build the system) differs from the phenomenon that is supposed to be 

represented by the data, and if so, whether it is a discrepancy due to structural inequalities in 

society or a conceptual error. The concept of structural inequality in this paper is linked to the 

legal anti-discrimination regulations that are applicable in the respective context. Anti-

discrimination regulations concern individuals who share a so-called feature that is legally 

protected against discrimination in certain contexts. In the proposed typology, algorithmic 

systems, just as instances of potential discrimination, are viewed as situated in their respective 

legal context. Accordingly, the typology presented in the following must always be considered 

together with a respective legal anti-discrimination framework.  

The first type of bias I term purely technical bias which is defined quite broadly so that it 

includes any kind of technical or conceptual mismeasurement and misconception: There is a 

deviation between what is supposed to be depicted (or measured) and what is actually depicted 

(or measured) in the data. However, this deviation is not based on an underlying structural 

inequality. The second type of bias is socio-technical bias. In this case there is a discrepancy 

between what is to be represented and what is being represented, and this discrepancy is a result 

of structural inequalities. This includes cases where disadvantaged groups are less visible, 

overly visible, or wrongly depicted because of the way the underlying data is produced. The 

third type is societal bias. The crucial aspect here is that societal bias is not a deviation of the 

datafication from the phenomenon in reality – acknowledging that reality is a highly contested 

concept that always requires a normative decision. Societal bias arises when structural 

inequalities are reflected in the respective data, albeit correctly. The underlying data of a data-

based algorithmic system depicts – in a correct way – that society structurally disadvantages 

certain groups. The subchapter continues to elaborate how all three types of biases can have 

disadvantageous effects to individuals. 

The data bias typology introduced in this chapter contributes to the existing discourse in two 

ways: firstly, the concept of structural inequality, and the associated notion of “undesirable 

bias” is linked to the respective applicable legal anti-discrimination regulations, and thus, 

defined accordingly. Secondly, applying the proposed typology does not require deep 

knowledge of the inner workings of a data-based algorithmic system, as algorithmic systems 

are often opaque in several ways (Burrell, 2016, p. 3). The typology is simple enough so that it 

can be applied widely, and complex enough to be useful in analyzing an algorithmic system 

with the overarching question: Can a given biased data-based algorithmic system – theoretically 
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– be modified to technically remove the discriminatory parts using de-biasing methods 

established in the field of Fair Machine Learning (see, e.g., Zehlike et al., 2020), or is it 

mathematically impossible? 

Chapter 3 – Case studies 

In this chapter, the methodical frameworks established in the previous chapter will be applied 

to two case studies. The first case study is the Austrian “AMS algorithm” by the Austrian Public 

Employment Service (Arbeitsmarktservice, in short: AMS). The second case study is, as of 

March 2022, not yet decided upon.  

3.1. The AMS algorithm in Austria 

In autumn of 2018, the Austrian Public Employment Service announced a large-scale 

digitalization project which attracted a lot of media attention (see, e.g., Al-Youssef, 2021; 

Staudacher, 2020; Szigetvari, 2018a; Wimmer, 2018a; Wimmer, 2018b). The project entails a 

data-based algorithmic system, which became known by the name “AMS algorithm”. The 

algorithmic system is supposed to be used by the respective AMS case worker, and it receives 

as input various data of the unemployed individuals. On the basis of these data the system 

calculates their chances on the labor market and according to the predicted chances the system 

produces as output a placement in one of three categories: the category of unemployed 

individuals with predicted high chances (group A), those with medium chances (group B) or of 

those unemployed with predicted low chances (group C) (Holl et al., 2018). Depending on the 

algorithmically supported classification, the unemployed are supposed to have differing access 

to support resources (Szigetvari, 2018b). Group A is supposed to not get access to support 

resources, as the individuals classified into this group will probably enter employment without 

support; group C is supposed to be transferred to external agencies, as providing internal 

resources is considered to be too inefficient; internal resources will, instead, be focused on those 

that are classified into group B (Allhutter et al., 2020, p. 11). This subchapter examines the 

AMS algorithm with the previously established frameworks in order to answer the question 

whether and in which way potentially emerging disadvantageous effects are embedded within 

the mathematical architecture of the algorithmic system.  

The AMS algorithm is a data-based algorithmic system, as it produces knowledge about the 

individual by way of statistically comparing their data to the previously recorded and analyzed 

aggregated AMS case data (Allhutter et al., 2020, p. 24; Holl et al., 2018, p. 4). It is deployed 
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with regard to individuals that are in a position of dependency: the unemployed depend on the 

welfare resources and, therefore, have to comply with the AMS.  

3.2. Zooming into the mathematics of the AMS algorithm 

The AMS algorithm is a system that classifies via prediction. The three building blocks 

established previously are, firstly, the data, secondly, the target variables and, thirdly, the 

thresholds. Using these building blocks, this subchapter will explore the question of where 

human decisions were interwoven into the mathematical architecture of the AMS algorithm. 

Examining the building blocks will make it possible to locate biases, which directly leads to 

applying the data bias typology established above. The subsequent subchapter applies the bias 

typology (technical bias – socio-technical bias – societal bias) to the AMS algorithm to 

examine the question which biases might be removed and which not.  

Chapter 4 – Questions of (in)justice 

There is an entire sub-field of research within Computer Science that is devoted to the question 

of how to design Machine Learning systems that decide fairly: Fair Machine Learning1 studies 

given Machine Learning systems and tests them for fairness and potentially discriminatory 

outcomes. Researchers in this field draw from philosophy and theories of justice (see, e.g., Shah 

et al., 2021), as well as from anti-discrimination law (see, e.g., Zehlike et al., 2020), and 

transform ideas of justice to explicit fairness metrics (see, e.g., Binns, 2018; Lundgard, 2020). 

These metrics, then, can be mathematically implemented to ensure that a Machine Learning 

system decides fairly – according to the implemented metric. For example, a Machine Learning 

system might be tested with regard to “demographic parity”, meaning that for each – previously 

defined – demographic group, the algorithmic outcome will be equal, i.e., independent of 

belonging to that demographic group (Yee et al., 2021, p. 7). Another way of measuring and, 

thereby defining, fairness is “accuracy equity”, which examines whether the Machine Learning 

system in question works equally well for all demographic groups, deeming it unfair, if it 

systematically works worse for certain demographic groups (Angwin et al., 2016). There are 

many different fairness metrics (Verma & Rubin, 2018; Wachter et al., 2021), and researchers 

have shown that it is mathematically impossible for a Machine Learning system to suffice all 

 

1 See, e.g., the annual Conference on Fairness, Accountability, and Transparency of the Association for Computing 

Machinery: https://facctconference.org/ 
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possible fairness metrics (see, e.g., Chouldechova, 2017). Whether a given Machine Learning 

system decides fairly, thus, depends on the chosen metric.  

Equality as a central facet of justice is regarded between individuals that are subject to 

algorithmic decisions: If individual A obtains the algorithmic outcome XA, and individual B 

obtains the outcome XB: Is this distribution of outcomes just? The locus of justice in the field 

of Fair Machine Learning is situated at the micro level: Fair Machine Learning examines single 

decisions and specific Machine Learning systems. In this doctoral thesis, I examine the question 

of justice at a different level by asking: Is it just to subject individuals in a position of 

dependency to algorithmic decision-making (and others not)? Or is it, on the contrary, even 

imperative for a state to deploy efficient algorithmic methods in order to efficiently manage its 

resources with respect to individuals?  

Contribution of thesis 

This thesis aims to give an interdisciplinary account on how to assess the development and 

deployment of Artificial Intelligence, Machine Learning, and algorithmic systems that, while 

they entail many promises, are not free from risks. In order to make sure that the risks of being 

harmed by new technologies do not affect those that are most vulnerable, this thesis centers a 

intersectional perspective in the inquiry of justice. By providing interdisciplinary frameworks 

of analysis, this thesis aims to contribute to discussions in the realms of digitalization and 

innovation management. Proactively assessing from a theoretical perspective of justice the 

impact of technologies to vulnerable individuals allows us as a society to decide whether we 

would like to implement a new technology or not.   
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